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Abstract

We investigate a Hamming distance-based measure between words and
the sets of all generalized primitive or generalized periodic words, respec-
tively. After repeating some known results we concentrate to the distance
to the most general set of generalized periodic words. In the case of a
two-letter alphabet the final answer is still unknown and may be a great
challenge for research.

1 Introduction and preliminaries

A Hamming distance-based measure from coding theory [2] was used in several
papers to study the distance between words and languages or bitween different
languages, see, for instance, [5] and the references there. In [4], some special
kinds of periodicity and primitivity for words have been introduced and investi-
gated, see also [3,5]. There was the question for the distance between arbitrary
words and the languages of generalized periodic or primitive words, respectively.
After repeating the most important facts of these distances we concentrate to
the distance between arbitrary words and the set of quasi-quasi-periodic words
where the main question remains unsolved.

Let X be a fixed finite, nontrivial alphabet. This means, X is a finite set
having at least two symbols denoted by a and b. X∗ is the free monoid generated
by X or the set of all words over X . The empty word is denoted by e, and
X+ =Df X∗ \ {e}.

For a word p ∈ X∗, |p| denotes the length of p. For a natural number n, pn

denotes the concatenation of n copies of the word p. For 1 ≤ i ≤ |p|, p[i] is the
letter at the i-th position of p. For words p, q ∈ X∗, p is a prefix of q, in symbols
p # q, if there exists r ∈ X∗ such that q = pr. p is a strict prefix of q, in symbols
p ! q, if p # q and p $= q. Pr(q) =Df {p : p ! q} is the set of all strict prefixes
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of q (including e if q $= e). p is a subword of q, in symbols p%q, if there exist
r, s ∈ X∗ such that q = rps. p $%q means that p does not occur as a subword of
q.

For sets A, B, A ⊆ B denotes their inclusion and A ⊂ B denotes their strict
inclusion.

In [4] a folding operation ⊗ was introduced which was a little more general
than the following. For p, q ∈ X∗,

p ⊗ q =Df

{
{p} if q = e
{w1w2w3 : w3 $= e ∧ w1w2 = p ∧ w2w3 = q} otherwise,

p⊗0 =Df {e}, p⊗n =Df
⋃
{w ⊗ p : w ∈ p⊗n−1} for n ≥ 1.

For sets A, B ⊆ X∗, A ⊗ B =Df
⋃
{p ⊗ q : p ∈ A ∧ q ∈ B}.

The reason for using this little restricted definition is discussed in [6], but all
results and proofs in [3,4,5] remain unchanged under the new definition.

Next we cite the following definitions from [3,4,5].

Per =Df {u : ∃v∃n(v ! u ∧ n ≥ 2 ∧ u = vn)}
is the set of periodic words.

Q =Df X+ \ Per is the set of primitive words.

SPer =Df {u : ∃v∃n(v ! u ∧ n ≥ 2 ∧ u ∈ vn · Pr(v))}
is the set of semi-periodic words.

SQ =Df X+ \ SPer is the set of strongly primitive words.

QQPer =Df {u : ∃v∃n(v ! u ∧ n ≥ 2 ∧ u ∈ v⊗n ⊗ Pr(v))}
is the set of quasi-quasi-periodic words.

HHQ =Df X+ \ QQPer is the set of hyperhyperprimitive words.

Three further kinds of periodicity and primitivity of words are also defined
and investigated in [3,4,5] but they will not be considered here.

We have the following strict inclusions:
Per ⊂ SPer ⊂ QQPer ⊂ X+, HHQ ⊂ SQ ⊂ Q ⊂ X+.

For u ∈ X+, the shortest word v such that there exists a natural number n
with u ∈ v⊗n ⊗Pr(v) is called the hyperhyperroot of u, denoted by hhroot(u).

For two words u and v of the same length, the Hamming distance is
h(u, v) =Df |{i : 1 ≤ i ≤ |u| ∧ u[i] $= v[i]}|, where |M | for a set M denotes its
cardinality.

For p ∈ X∗ and L ⊆ X∗, assuming L contains words of length |p|,
d(p, L) =Df min{h(p, q) : |q| = |p| ∧ q ∈ L} is the distance between the word
p and the language L.

Let k = |X |, k ≥ 2. For a natural number n and a language L ⊆ X∗ which
has words of length n, mdk(n, L) =Df max{d(p, L) : p ∈ X∗ ∧ |p| = n} is the
maximal distance between words of length n and the language L.
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As usual, for a real number r, ,r- denotes the greatest integer which is smaller
or equal to r, and .r/ denotes the smallest integer which is greater or equal to
r.

2 Known results

We are interested in the distances mdk(n, L) where L is one of the sets Per,
SPer, QQPer, Q, SQ, HHQ, and n ≥ 2 (For n < 2 no periodic words of length
n exist).

Theorem 1 [5]. If p ∈ QQPer then there exists q ∈ HHQ with h(p, q) = 1,
and therefore mdk(n, HHQ) = mdk(n, SQ) = mdk(n, Q) = 1 for all n, k ≥ 2.

Proof. Assume p ∈ QQPer. Let a be the first letter of p.
Case 1). There is no other letter in p, i.e. p = ai, i ≥ 2. Then q = pi−1b ∈ HHQ.
Case 2). There is still another letter in p, let’s say b, and i should be the greatest
length of a subword of p consisting of letters b only. This means, p = p1abip2

where p1 = e or a # p1, bi $%p1 and bi+1 $%bip2. Then let q = p1bbip2. Assume
q ∈ QQPer. Then q ∈ v⊗m⊗Pr(v) for some v ! q and m ≥ 2. Then p1bi+1 # v
must follow and therefore bi+1%p2 which is a contradiction.
In both cases we found q ∈ HHQ with h(p, q) = 1 and therefore mdk(n, HHQ) =
1 for all n, k ≥ 2. mdk(n, SQ) and mdk(n, Q) cannot be greater because of
HHQ ⊂ SQ ⊂ Q ⊂ X+. "

Thus it is enough to change one letter (or one bit in the case of a two-
letter alphabet) in a quasi-quasi-periodic or periodic word to transfer it into a
hyperhyperprimitive or primitive word. But in the opposite direction, from some
primitive word to a nonprimitive one the distance may be greater and is given
by more complicated formulas or it is still unknown.

Theorem 2 [5]. For natural numbers n, k ≥ 2 it holds that

mdk(n, Per) =






n − n
s (, s

k - + 1) if there is a divisor of n which is
not 1 and not dividable by k, and
s is the smallest such divisor

n − n
k if k is prime and n is a power of k.

The complete proof is given in [5]. Remark, that there is no divisor of n
which is not 1 and not dividable by k if and only if k is prime and n is a power
of k.

Theorem 3 [5]. For natural numbers n, k ≥ 2 it holds that
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mdk(n, SPer) =
{

.n
3 / if k = 2

.n
2 / if k > 2.

Theorem 4 [5]. For natural numbers n ≥ 2 and k ≥ 3 it holds that

mdk(n, QQPer) = md3(n, SPer) = .n
2 /.

It is clear that mdk(n, QQPer) ≤ mdk(n, SPer) because of SPer ⊂ QQPer.
To show the equality we have to find for each n ≥ 2 a word p of length n
over a k-letter alphabet such that there exists q′ ∈ QQPer with |q′| = n and
h(p, q′) = .n

2 /, and there is no q ∈ QQPer with |q| = n and h(p, q) < .n
2 /. Such

a word p is called a witness word.
Let a, b, c be three pairwise different letters from the alphabet X . Then it

is not hard to see that p = a%n
3 &b'

n+1
3 (c'

n
3 ( may act as a witness word, which

is shown in [5].

3 The open case

It remains to determine the distance md2(n, QQPer), and it is clear that
md2(n, QQPer) ≤ md2(n, SPer) = .n

3 /. But there are great problems because
of the overlaps in the quasi-quasi-periodic words. The goal must be to find for
each n ≥ 2 a formula mn in n and a word p of length n over {a, b} such that

(1) there exists q′ ∈ QQPer with |q′| = n and h(p, q′) = mn, and

(2) to show that there is no q ∈ QQPer with |q| = n and h(p, q) < mn.

Then md2(n, QQPer) = mn, and such a word p is called a witness word again.

In looking for witness words we may restrict to words beginning with a since
all facts regarding generalized periodicity or primitivity of words over {a, b} are
also true for the dual words (it means, by exchanging a and b). Therefore we have
to inspect 2n−1 words of length n beginning with a. The first attempt for witness
words was p = a%n

3 &b'
2n
3 ( and mn = .n

3 /. But then (2) is not fulfilled for each
n. The smallest counterexample, found by Georg Lohmann [7] is for n = 13:
p = a5b8. It is h(p, q) = 4 < .n

3 / for q = abbaabbabbabb ∈ (abba)⊗3 ⊗ (abb) and
thus q ∈ QQPer with hhroot(q) = abba. Even more, we could show

Lemma 5. For p = a%n
3 &b'

2n
3 ( holds that d(p, QQPer) ≤ .n

3 / − !
if n = |p| ≥ 21!.

Proof. Case 1) n = 3j. Then .n
3 / = j, p = ajb2j and

q = a!bj−3!a2!bj−3!a!bj−3!a!b4! ∈ QQPer with hhroot(q) = a!bj−3!a! and
h(p, q) = j − ! if j − 3! ≥ 4! and therefore n ≥ 21!.
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Case 2) n = 3j + 1. Then .n
3 / = j + 1, p = aj+1b2j and q =

a!bj+1−3!a2!bj+1−3!a!bj+1−3!a!b4!−2 ∈ QQPer with hhroot(q) = a!bj+1−3!a!

and h(p, q) = j + 1 − ! if j + 1 − 3! ≥ 4! − 2 and therefore n ≥ 21! − 8.
Case 3) n = 3j + 2. Then .n

3 / = j + 1, p = aj+1b2j+1 and q =
a!bj+1−3!a2!bj+1−3!a!bj+1−3!a!b4!−1 ∈ QQPer with hhroot(q) = a!bj+1−3!a!

and h(p, q) = j + 1− ! if j + 1 − 3! ≥ 4!− 1 and therefore n ≥ 21!− 4. "

Corollary. If mn = .n
3 / then the words a%n

3 &b'
2n
3 ( are not suitable as witness

words for n ∈ {13, 16, 17} or n ≥ 19.

Péter Burcsi [1] in Budapest developed computer programs to list for each
n and each d ≤ .n

3 / all words p of length n together with all q ∈ QQPer where
h(p, q) = d. These lists have been bounded by time capacity first to n < 30,
later on to n ≤ 32. We found that for 2 ≤ n < 13, mn = .n

3 / is true with
witness words a%n

3 &b'
2n
3 (. We guessed that for n ≥ 13, mn = ,n+1

3 - which is by
1 smaller than .n

3 / if n ≡ 1 (mod 3). The appropriate witness words seemed
to be a'n

3 (+2b%
2n
3 &−2. For instance, if n = 13 then p = a6b7 and there exists

a single q ∈ QQPer with h(p, q) = 4, namely q = ab3a2b3ab3. This guess was
confirmed by Péter Burcsi’s lists for n ≤ 32 without n = 31. He found that for
n = 31 there is a single word p of length n beginning with a such that again
d(p, QQPer) = ,n+1

3 - + 1 = .n
3 /. It is p = a11ba4b15 with h(p, q) = 11 for

q = a3bab3a3ba4bab3a3bab3a2 ∈ QQPer and hhroot(q) = a3bab3a3ba.

Because of the rather complicated structure of words with the presumable
greatest distance between HHQ and QQPer and their hyperhyperroots we could
not yet found for each n ≥ 2 the exact values mn and appropriate witness
words with the proof of (2). To solve this problem may be a great challenge for
researchers in combinatorics on words and number theory.
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