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Abstract

We implement a decision procedure for answering questions about a class of infinite
words that we call “Fibonacci-automatic”. This class includes the infinite Fibonacci word
f = 01001010 · · · defined as the fixed point of the morphism mapping 0 → 01 and 1 → 0.
We give three applications of this decision procedure, proving two new results and correcting
one old result. The first is the existence of an aperiodic mirror-invariant infinite binary
word avoiding the pattern xxxR. The second is a description of the lexicographically least
sequence over N \ {0} of a specific form avoiding additive squares. The third is a correction
of an old result regarding the number of squares occurring in the finite Fibonacci words.

1 Introduction

Presburger arithmetic, the first-order logical theory Th(N, 0, 1,+), has long been known to be
decidable [35, 36]. Augmented with the function Vk(n) := maxki | n k

i for some fixed integer
k ≥ 2, the resulting theory is still decidable [14]. This theory is powerful enough to define finite
automata; for a survey, see [13]. In essence, we have the following theorem (see, e.g., [40]).

Theorem 1. For each k ≥ 2, there exists an algorithm that, given a first-order proposition using
constants and relations definable in Th(N, 0, 1,+) and indexing into one or more k-automatic
sequences, decides if the proposition holds.

Many results in the literature about properties of automatic sequences, for which some had only
long and involved proofs, can be proved purely mechanically using such a decision procedure. It
suffices to express the property as an appropriate logical predicate, convert the predicate into an
automaton accepting representations of integers for which the predicate holds, and then examine
the automaton (see, e.g., the recent papers [2, 25, 27, 26, 28]). Furthermore, in many cases, we
can explicitly enumerate various aspects of such sequences, such as subword complexity [16].

Beyond fixed radixes, one can define automata taking representations in more exotic numeration
systems as input. For example, in the Pisot numeration systems, addition is computable [23,
24]; hence, a theorem analogous to Theorem 1 holds for these systems (see, e.g., [12]). We
contend that the power of this approach has not been widely appreciated, and that many results,
previously proved using long and involved ad hoc techniques, can be proved with much less effort
by phrasing them as logical predicates and employing a decision procedure. Furthermore, many
enumeration questions can be solved with a similar approach.

We have implemented a decision procedure for one such system: Fibonacci representation. In
this extended abstract, we briefly describe the decision procedure, and then, as applications of
this decision procedure, prove two new results and reprove (with a correction) an old result.
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2 Decision procedure for Fibonacci-automatic words

We define the Fibonacci numbers, as usual, by F0 := 0, F1 := 1, and Fn := Fn−1 + Fn−2 for
n ≥ 2. It is well-known, due to Ostrowski [33], Lekkerkerker [31], and Zeckendorf [42], that
every natural number can be represented, in an essentially unique way, as a sum of Fibonacci
numbers (Fi)i≥2, subject to the constraint that no two consecutive Fibonacci numbers are used.
(Also see [15, 19].) For w ∈ Σ∗2, we define the natural number it represents in base Fibonacci by

〈w〉F :=
∑|w|−1

i=0 w[i]Fn+2−i with most significant bits first. We define the canonical Fibonacci
representation of each n ∈ N, denoted (n)F , to be the one having no leading 0s or consecutive
1s. For example, (0)F = ε (the empty string) and (43)F = 10010001 since 43 = F9 + F6 + F2.

We say that an infinite binary word a is Fibonacci-automatic if there exists a deterministic finite
automaton with output (DFAO) of the form (Q,Σ2,Σ2, q0, δ, κ) such that a[n] = κ(δ(q0, (n)F ))
for all n ∈ N. (Also see [41].) This is an analogue of the more familiar notion of k-automatic
sequence [17, 3]. An example of a Fibonacci-automatic sequence is the infinite Fibonacci word
f = 01001010 · · · , which is generated by the (incomplete) DFAO depicted in Figure 1.
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Figure 1: Canonical Fibonacci representation DFAO generating the Fibonacci word

We can extend Fibonacci representation to finite tuples of natural numbers by, for each n ∈ N,
viewing z ∈ (Σn

2 )∗ as a Fibonacci representation of (π1(z)F , π2(z)F , . . . , πn(z)F ) ∈ Nn, where
πi(z) is the projection over the i-th coordinate. Since the canonical Fibonacci representations of
different numbers may have different lengths, padding some coordinates with leading 0s will often
be necessary. Hence, we define the canonical Fibonacci representation of (k1, k2, . . . , kn) ∈ Nn,
denoted (k1, k2, . . . , kn)F , to be the one having no leading [0,0,. . . ,0]s and where the projection
into each coordinate has no consecutive 1s. For example, (9, 16)F = [0, 1][1, 0][0, 0][0, 1][0, 0][1, 0]
because (9)F = 10001 and (16)F = 100100.

The crux of our decision procedure for Fibonacci-automatic words is that, just as with fixed
radix systems, addition in Fibonacci representation can also be performed by a deterministic
finite automaton (DFA). More precisely, there exists a DFA MF -add that accepts z ∈ (Σ3

2)∗ iff
π1(z)F + π2(z)F = π3(z)F . For example, MF -add accepts [0, 0, 1][1, 0, 0][0, 1, 0][1, 0, 1] because
〈0101〉F + 〈0010〉F = 4 + 2 = 6 = 〈1001〉F . This result is apparently originally due to Berstel
[4]. (Also see [5, 21, 22, 1].)

Since MF -add does not appear to have been given explicitly in the literature and it is essential to
our implementation of the decision procedure, we present the (incomplete) minimal DFA here:
MF -add has state set {1, 2, . . . , 16}, input alphabet Σ3

2, final states {1, 7, 11}, initial state 1, and
its transition function δF -add is given in Table 1. Note that MF -add works for all Fibonacci
representations; a DFA working only for canonical Fibonacci representations can be obtained
by intersecting MF -add with a DFA that accepts only canonical Fibonacci representations.

δF -add 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16

[0,0,0], [0,1,1], [1,0,1] 1 4 5 2 8 3 6 10
[0,1,0], [1,0,0], [1,1,1] 3 6 4 1 5 9 7 2

[0,0,1] 2 5 8 10 11 1 4 14 15 3
[1,1,0] 7 6 9 3 4 12 13 1 16 5

Table 1: Transition function for MF -add computing addition in Fibonacci representation

Using MF -add and other derived DFAs such as one for the < relation, which can be defined in
the context of Th(N, 0, 1,+) by a < b := ¬∃c(b+c = a), our full decision procedure is as follows.



Procedure 2 (Decision procedure for Fibonacci-automatic words).
Input: m,n ∈ N, m DFAOs witnessing Fibonacci-automatic words w1,w2, . . . ,wm, a first-
order proposition with n free variables ϕ(v1, v2, . . . , vn) using constants and relations definable
in Th(N, 0, 1,+) and indexing into w1,w2, . . . ,wm.
Output: DFA with input alphabet Σn

2 accepting {(k1, k2, . . . , kn)F : ϕ(k1, k2, . . . , kn) holds}.

3 The Rote-Fibonacci word and avoiding the pattern xxxR

In this section, we show how to apply Procedure 2 to a problem involving infinite binary words
avoiding the pattern xxxR. Although avoiding patterns with reversal has been considered before
(e.g., [37, 7, 18, 6]), it seems this particular problem has not been studied.

If our goal is just to produce some infinite binary word avoiding xxxR, then one solution is easy:
(01)ω clearly avoids xxxR. Thus, a more interesting question is whether there exists an aperiodic
infinite binary word avoiding xxxR. To answer this question, we study a special infinite word,
which we call the Rote-Fibonacci word. (We name it as such because it is a special case of a
class of words discussed in 1994 by Rote [39].)

Theorem 3. The Rote-Fibonacci word r has the following equivalent descriptions:

1. As the output of the transducer depicted in Figure 2 on input f .

q0 q1

0/00, 1/0

0/11, 1/1

Figure 2: Transducer converting Fibonacci words to Rote-Fibonacci words

2. As τ(hω(a)), where h and τ are morphisms defined by

h : a 7→ ab1 b 7→ a a0 7→ a2b a1 7→ a0b0 a2 7→ a1b2 b0 7→ a0 b1 7→ a1 b2 7→ a2

τ : a 7→ 0 b 7→ 1 a0 7→ 0 a1 7→ 1 a2 7→ 1 b0 7→ 0 b1 7→ 0 b2 7→ 1

3. As the infinite binary word generated by the (incomplete) DFAO depicted in Figure 3.
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Figure 3: Canonical Fibonacci representation DFAO generating the Rote-Fibonacci word

4. As limn→∞Rn, where the finite Rote-Fibonacci words Rn are defined by R0 := 0, R1 := 00,
and for n ≥ 3,

Rn :=

{
Rn−1Rn−2, if n ≡ 0 (mod 3),

Rn−1Rn−2, if n 6≡ 0 (mod 3).

5. As the sequence obtained from the binary complement of the Fibonacci sequence f =
1011010110110 · · · as follows: change every second 1 that appears to −1 (which we write
as 1 for clarity, obtaining 1011010110110 · · · ), then take the running sum (obtaining
1101100100100 · · · ), and finally, complement it to obtain r = 0010011011011 · · · .

6. As ρ(gω(a)), where g and ρ are morphisms defined by

g : a 7→ abcab b 7→ cda c 7→ cdacd d 7→ abc

ρ : a 7→ 0 b 7→ 0 c 7→ 1 d 7→ 1



Theorem 4. The Rote-Fibonacci word r is aperiodic, avoids the pattern xxxR, and is mirror-
invariant (hence also avoids the pattern xxRxR).

Proof. We ran Procedure 2 on input the DFAO depicted in Figure 3 and the following predicates.

∃n∀i(i ≥ n→ r[i] = r[i+ p]).

∃i∀t(t < n→ (r[i+ t] = r[i+ t+ n] ∧ r[i+ t] = r[i+ 3n− 1− t])).
∃j∀t(t ≤ n→ r[i+ t] = r[j − t]).

The first predicate says “r is eventually periodic with period p”; the output of Procedure 2
accepts only (0)F , so r is aperiodic. The second predicate says “r contains the pattern xxxR

of length 3n”; the output of Procedure 2 accepts only (0)F , so r avoids the pattern xxxR. The
third predicate says “r[i. . i + n]R appears in r”; the output of Procedure 2 accepts all (i, n)F
with i, n ∈ N, so r is mirror-invariant.

The Rote-Fibonacci word has (essentially) appeared before in several places. In a 2009 preprint of
Monnerot-Dumaine [32], the author studies a plane fractal called the “Fibonacci word fractal”,
specified by certain drawing instructions which can be coded over the alphabet {S,R,L} by
taking gω(a) from Theorem 3(6) and applying the coding γ : a 7→ S, b 7→ R, c 7→ S, d 7→ L.
Here, S means “move straight one unit”, “R” means “right turn one unit”, and “L” means
“left turn one unit”. More recently, Blondin Massé, Brlek, Labbé, and Mendès France studied
a remarkable sequence of words closely related to r [8, 9, 10]. For example, in their paper
“Fibonacci snowflakes” [8], they defined a certain sequence qi which has the following relationship
to g: let ξ(a) = ξ(b) := L and ξ(c) = ξ(d) := R; then Rξ(gn(a)) = q3n+2L.

4 Combining representations and avoiding additive squares

In this section, we demonstrate the robustness of Procedure 2 by showing how it can be modified
to handle an avoidability problem where multiple different representations arise.

It is currently unknown, and a relatively famous open problem, whether there exists an infinite
word over a finite subset of N \ {0} that avoids additive squares [11, 34, 30], although it is
known that additive cubes can be avoided over an alphabet of size 3 [38]. However, it is easy
to avoid additive squares over any infinite subset of N \ {0}; for example, any sequence that
grows sufficiently fast will avoid additive squares. Thus, it is reasonable to ask about the
lexicographically least sequence over N \ {0} that avoids additive squares. This sequence begins
1213121421252131213412172 · · · but even its boundedness remains an open problem.

We consider the following variation on this problem. Instead of considering arbitrary sequences,
we start with a sequence b ∈ (N \ {0})ω and from it construct the sequence S(b) defined by
S(b)[n] := b[ν2(n+ 1)] for all n ∈ N, where ν2(n) := max2i | n i. For example, if b := 12345 · · · ,
then S(b) = 1213121412131215 · · · , which is the so-called “ruler sequence” and is known to be
the lexicographically least square-free sequence over N \ {0} [29]. Our variation of the problem
is to seek a description of the lexicographically least sequence over N\{0} of the form S(b) that
avoids additive squares.

Theorem 5. The lexicographically least sequence over N \ {0} of the form S(b) that avoids
additive squares is defined by b[i] := Fi+2.

Proof. First, we show that a := S(b) =
∏∞
k=1 b[ν2(k)] =

∏∞
k=1 Fν2(k)+2 avoids additive squares.

For m,n, j ∈ N, let A(m,n, j) denote the number of occurrences of j in ν2(m+1), . . . , ν2(m+n).
A careful treatment of (in)equalities involving floors reveals that for all m,m′, n, j ∈ N, we have
|A(m′, n, j)−A(m,n, j)| ≤ 1.



Note that for all i, n ∈ N, we have
∑i+n−1

k=i a[k] =
∑blog2(i+n)c

j=0 A(i, n, j)Fj+2, so for adjacent

blocks of length n,
∑i+2n−1

k=i+n a[k] −
∑i+n−1

k=i a[k] =
∑blog2(i+2n)c

j=0 (A(i + n, n, j) − A(i, n, j))Fj+2.

Hence, a[i. . i+ 2n− 1] is an additive square iff
∑blog2(i+2n)c

j=0 (A(i+ n, n, j)−A(i, n, j))Fj+2 = 0,
and by above, each A(i+ n, n, j)−A(i, n, j) ∈ {−1, 0, 1}.
The above suggests that we can take advantage of “unnormalized” Fibonacci representation in
our computations. For Σ ⊆ Z and w ∈ Σ∗, we let the unnormalized Fibonacci representation
〈w〉uF be defined in the same way as 〈w〉F , except over the alphabet Σ.

In order to use Procedure 2, we need two auxiliary DFAs: one that, given i, n ∈ N (in any
representation; we found that base 2 works), computes 〈A(i+ n, n, )−A(i, n, )〉uF , and another
that, given w ∈ {−1, 0, 1}∗, decides whether 〈w〉uF = 0. The first task can be done by a 6-state
(incomplete) DFA Madd22F that accepts the language {z ∈ (Σ2

2 × {−1, 0, 1})∗ : ∀j(π3(z)[j] =
A(〈π1(z)〉2+〈π2(z)〉2 , 〈π2(z)〉2 , j)−A(〈π1(z)〉2 , 〈π2(z)〉2 , j))}. The second task can be done by a
5-state (incomplete) DFA M1uFisZero that accepts the language {w ∈ {−1, 0, 1}∗ : 〈w〉uF = 0}.
We applied a modified Procedure 2 to the predicate n ≥ 1∧∃w(add22F(i, n, w)∧1uFisZero(w))
and obtained as output a DFA that accepts nothing, so a avoids additive squares.

Next, we show that a is the lexicographically least sequence over N \ {0} of the form S(b) that
avoids additive squares.

Note that for all x,y ∈ N \ {0}, S(x) < S(y) iff x < y in the lexicographic ordering. Thus, we
show that if any entry b[s] with b[s] > 1 is changed to some t ∈ [1,b[s] − 1], then a = S(b)
contains an additive square using only the first occurrence of the change at a[2s − 1]. More
precisely, we show that for all s, t ∈ N with t ∈ [1, Fs+2 − 1], there exist i, n ∈ N with n ≥ 1 and
i + 2n < 2s+1 such that either (2s − 1 ∈ [i, i + n− 1] and

∑i+2n−1
k=i+n a[k]−

∑i+n−1
k=i a[k] + t = 0)

or (2s − 1 ∈ [i+ n, i+ 2n− 1] and
∑i+2n−1

k=i+n a[k]−
∑i+n−1

k=i a[k]− t = 0).

Setting up for a modified Procedure 2, we use the following predicate, which says “r is a power
of 2 and changing a[r − 1] to any smaller number results in an additive square in the first 2r
positions”, and six auxiliary DFAs. Note that all arithmetic and comparisons are in base 2.

powOf2(r) ∧ ∀t((t ≥ 1 ∧ t < r ∧ canonFib(t))→ ∃i∃n(n ≥ 1 ∧ i+ 2n < 2r ∧
((i < r ∧ r ≤ i+ n ∧ ∀w(add22F(i, n, w)→ ∀x(bitAdd(t, w, x)→ 2uFisZero(x)))) ∨
(i+ n < r ∧ r ≤ i+ 2n ∧ ∀w(add22F(i, n, w)→ ∀x(bitSub(t, w, x)→ 2uFisZero(x))))))).

L(MpowOf2) = {w ∈ Σ∗2 : ∃n(w = (2n)2)}.
L(McanonFib) = {w ∈ Σ∗2 : ∃n(w = (n)F )}.

L(Mbit(Add/Sub)) = {z ∈ (Σ2 × {−1, 0, 1} × {−1, 0, 1, 2})∗ : ∀i(π1(z)[i]± π2(z)[i] = π3(z)[i])}.
L(M2uFisZero) = {w ∈ {−1, 0, 1, 2}∗ : 〈w〉uF = 0}.

We applied a modified Procedure 2 to the above predicate and auxiliary DFAs and obtained as
output MpowOf2, so a is the lexicographically least sequence over N \ {0} of the form S(b) that
avoids additive squares.

5 Enumeration and finite Fibonacci words

In this section, we exhibit how Procedure 2 can be used to solve enumeration problems related
to Fibonacci-automatic words by using it to count the total number of occurrences of squares in
the finite Fibonacci words. We define the finite Fibonacci words by X0 := ε, X1 := 1, X2 := 0,
and Xn := Xn−1Xn−2 for n ≥ 3. Note that |Xn| = Fn for all n ∈ N and Xn is a prefix of f for all
n ≥ 2. This particular enumeration problem was solved in [20, Theorem 2], but their solution
contains a small error (their coefficient of Fn−2 is 1 but should be 4; note that their Fn and Xn

are indexed differently from ours), which was first pointed out to us by Kalle Saari.



Theorem 6. For each n ∈ N, let B(n) denote the total number of occurrences of squares in Xn.
Then for all n ≥ 3, B(n+ 1) = 4

5nFn+1 − 2
5(n+ 6)Fn − 4Fn−1 + n+ 1.

Proof. Let L := {(n, i, j)F ∈ (Σ3
2)∗ : j ≥ 1, i + 2j ≤ n, f [i. . i + 2j − 1] is a square}. We ran

Procedure 2 on input the DFAO depicted in Figure 1 and the predicate j ≥ 1 ∧ i + 2j ≤ n ∧
∀t(t < j → f [i+ t] = f [i+ j + t]), obtaining a 27-state (incomplete) DFA M accepting L.

For each n ∈ N, let b(n) denote the total number of occurrences of squares in f [0. . n− 1]. Note
that for all n ∈ N, b(n) = |{w ∈ L : π1(w)F = n}|. Since i + 2j ≤ n implies i, j ≤ n, which
in turn implies |(i)F | , |(j)F | ≤ |(n)F |, it follows that the first coordinate of any w ∈ L has no
leading 0s, so b(n) = |{w ∈ L : π1(w) = (n)F }|. We can compute b(n) using M as follows.

First, arbitrarily number the states of M as {1, 2, . . . , 27}. Then, define M0,M1 ∈ N27×27 by
Ma[k, l] :=

∣∣{(b, c) ∈ Σ2
2 : δM ([a, b, c], k) = l}

∣∣ for a ∈ Σ2, where δM is the transition function
of M . Also define vinit, vfin ∈ N27 to be the characteristic vectors of the initial and final states

of M respectively. Now, we have that for all n ∈ N, b(n) = vTinit

(∏|(n)F |−1
i=0 M(n)F [i]

)
vfin.

For all n ≥ 2, sinceXn = f [0 . . . Fn−1], we haveB(n) = b(Fn) = b(
〈
10n−2

〉
F

) = vTinitM1M
n−2
0 vfin.

We computed M0 and its minimal polynomial µM0(x) = x4(x−1)2(x+1)2(x2−x−1)2. For each
(i, j) ∈ {1, 2, . . . , 27}2, the sequence (Mn

0 [i, j])n≥4 satisfies the homogeneous linear recurrence

relation defined by the expanded form of µM0 , whose characteristic polynomial is
µM0

(x)

x4
. Hence,

by the theory of linear recurrences, there exists ~c ∈ R8 such that for all n ≥ 5, we have B(n+1) =

(c1n+ c2)φn + (c3n+ c4)(−φ)−n + (c5n+ c6) + (c7n+ c8)(−1)n, where φ :=
√

5+1
2 . We computed

B(6), B(7), . . . , B(13) to solve for ~c = (2
5 ,−

2
25

√
5−2, 2

5 ,
2
25

√
5−2, 1, 1, 0, 0). Finally, using Binet’s

formula Fn = φn−(−φ)−n

φ+φ−1 , simplification yields B(n+ 1) = 4
5nFn+1− 2

5(n+ 6)Fn− 4Fn−1 +n+ 1,

which is valid for all n ≥ 5. By inspection, the formula is also valid for n ∈ {3, 4}.

6 Computational feasibility and future work

There was substantial skepticism that any implementation of Procedure 2 would be practical
because the best known worst case running time for such a procedure is not elementary recursive.
While our implementation of Procedure 2 likely also has non-elementary recursive worst case
running time, it has worked quite well in practice, and has given us many results about Fibonacci-
automatic words that we present in the full version of this paper. We sometimes encounter
automata with more than 106 states during intermediate computations, but this is usually
because of mistakes in entering the input. Most computations involving predicates encoding
“natural” properties of words, including the ones in our proof of Theorem 5, are finished in
just a few seconds. Only in a few cases have we encountered extremely simple predicates for
which our implementation of Procedure 2 seemingly runs forever. With the relative success
we encountered with Fibonacci representation, in the future, we hope to be able to implement
Procedure 2, or some variant of it, in more exotic numeration systems, such as α-Ostrowski
representations with α 6= φ and mixed radix representations.
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École de printemps d’informatique théorique, pages 177–183. LITP, 1982.
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[14] J. R. Büchi. Weak secord-order arithmetic and finite automata. Zeitschrift für mathema-
tische Logik und Grundlagen der Mathematik, 6:66–92, 1960. Reprinted in S. Mac Lane
and D. Siefkes, eds., The Collected Works of J. Richard Büchi, Springer-Verlag, 1990, pp.
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